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Formal Methods (FMs) radically improve the quality of the code artefacts they help to produce. They are
simple, probably accessible to first-year undergraduate students and certainly to second-year students and
beyond. Nevertheless, in many cases, they are not part of a general recommendation for course curricula, i.e.,
they are not taught — and yet they are valuable.

One reason for this is that teaching “Formal Methods” is often confused with teaching logic and theory.
This article advocates what we call FM thinking: the application of ideas from Formal Methods applied in
informal, lightweight, practical and accessible ways. We will argue here that FM thinking should be part of
the recommended curriculum for every Computer Science student, for even students who train only in that
“thinking” will become much better programmers. However, there will be others who, exposed to those ideas,
will be ideally positioned to go further into the more theoretical background: why the techniques work, how
they can be automated, and how new ones can be developed. Those students would follow subsequently a spe-
cialised, more theoretical stream, including topics such as semantics, logics, verification and proof-automation
techniques.
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1 Introduction

Professional engineering maintains its high reputation in our society by insisting that, to be a pro-
fessional engineer, one must know and apply the relevant theories. A civil engineer must know
and apply the theories of geometry and material stress. An electrical engineer must know and ap-
ply electromagnetic theory. Software engineers, to be worthy of the name, must know and apply
the theory of programming and software development, which includes Formal Methods (FM).
But what do we mean when we refer to FM in Computer Science (CS)? This area encompasses
approaches and techniques (and tools) to aid the construction of computational systems (including
software and hardware) by providing rigorous means for modelling and analysis. It provides pre-
cise and unambiguous explanations for the behaviour of programs and for concepts such as mod-
ularisation, refinement, inheritance, and model transformations. That is why FM is a “relevant
theory” of software engineering in the same sense as the other engineering theories mentioned
above.

One may ask What good is FM? Who needs it? Millions of programmers work every day without it.
Many think that FM in a CS curriculum is peddling the idea that Formal Logic (e.g., propositional
or predicate logic) is required for everyday programmers, that they need it to write programs
that are more likely to be correct, and correspondingly less likely to fail the tests to which they
subsequently (of course) must still be subjected. However, this degree of formality is not neces-
sarily needed. What is required of everyday programmers is that, as they write their programs,
they think — and code —in a way that respects a correctness-oriented point of view. Assertions can
be written informally, in natural language: just the “thinking of what those assertions might be”
guides the program-construction process in an astonishingly effective way. What is also required
are the engineering principles referred to above. Connecting programs with their specifications
through assertions provides training on abstraction, which, in turn, encourages simplicity and fo-
cus, helping build more robust, flexible and usable systems.

The answer to “Who needs it?” is that everyday programmers and software developers indeed
may not need to know the theory of FM. But they do need to know how to practise it, even if
with a light touch, benefiting from its precepts. FM theory, which is what explains — to the more
mathematically inclined — why FM works, has become confused with the FM practice of using the
theory’s results to benefit from what it assures. Any “everyday programmer” can do that...except
that most do not. Why not? Because we do not teach them how.! We must move away from the
idea that the CS curriculum should only include advanced courses, the ones that plumb the theory,

To catch a fly ball, one should wait in a spot where its upwards speed seems to be constant: that is baseball practice. To
know why that works, one needs trigonometry and high-school physics: that is baseball theory. The player in the outfield
knows where to stand (practice), but does not need to know why it works (theory). Even the player’s coach does not need
to know the theory: it is the practice that must be passed on.
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that create the engineers who can prove correctness of whole operating systems. We must also
develop courses that train educators so that they, in turn, find, nurture and encourage students to
use FM thinking: we must teach the teachers!

In summary, much mundane programming can be done without direct appeal to a theory. How-
ever, the more difficult programming is very unlikely to be done correctly without a good theory
that “behind the scenes” validates the methods being used. The software industry has an over-
whelming experience of buggy programs to support that statement. And even mundane program-
ming can be improved by the use of a theory. Our ability to control and predict motion changes
from an art to a science when we learn mathematical theory. Programming changes from an art
to a science in a similar way.

The reality is that real-world software is unreliable, and most of it is developed without rigorous
arguments about correctness. Indeed, much of it does not need rigorous arguments: can you be
rigorous about “ease of use”? Probably not, but that does not exclude being rigorous where it is
necessary.

Contributions: FM versus FM thinking. FM is at the heart of CS, providing mechanisms for
understanding why programs (and computations in general) are correct. Many FM techniques
have been developed, ranging from lightweight methods? (e.g., type checking, static analysis, run-
time verification, fuzzers and linters) to heavyweight methods (e.g., full proofs of pre- and post-
conditions, model checking and theorem proving). While lightweight methods are now being
regularly used in industry [Garavel et al. 2020], heavyweight methods (which provide stronger
correctness guarantees) are still seen as being too difficult and costly to use in an industrial set-
ting. This is reflected in our teaching, in which many CS curricula simply bypass this material in
the first and second year and reserve them for advanced courses.

This article proposes an alternative approach and addresses the fundamental question in CS
education of how to achieve the goals discussed above: how to teach to be rigorous when rigour
is demanded (e.g., in safety-critical systems, cloud services, etc.); how to teach to recognise when
rigour is not applicable, maybe even an impediment; and, finally, how to teach students to be
rigorous without being mathematically formal.

We advocate a need for FM thinking for all CS students, i.e., the use of basic FM principles to
describe the correctness of a system even when used at the most basic level without any formal
mathematical theory. We propose gradations of FM education covering lightweight FM thinking
(which allows students to explain why the programs they have written are correct at the most
basic level); intermediate FM thinking (which focuses on a higher level of precision, on assertions in
propositional logic, probabilistic and arithmetic statements), and heavyweight FM thinking (which
focuses on full proofs of correctness of a safety or security property, often with tools such as model
checkers and theorem provers, and with respect to a comprehensive formal specification).®

Achieving our goals requires changes to the way CS is taught (even in the first year of univer-
sity). These changes can be introduced without creating additional bloat. However, if these changes
are to be implemented fully, we must also train educators, i.e., teachers who are sufficiently profi-
cient in “advanced” (i.e., intermediate/heavyweight) FM and, hence, are capable of motivating FM
thinking in the CS curriculum.

2 A slightly different notion of “lightweight FM” is used by Jackson and Wing [1996], in which partiality (e.g., of specifica-
tions, languages, modelling and analysis) is encouraged to reduce the cost of deploying FM and increasing tractability.
3The terms “lightweight” and “heavyweight” when applied to FM thinking should not be confused with lightweight and
heavyweight FM techniques [Garavel et al. 2020], although our intention is for heavyweight FM thinking to support both
lightweight and heavyweight FM techniques.
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Article structure. We present our notion of “FM thinking” in Section 2 and introduce three
levels of its mastery: from informal natural-language reasoning to tool-based verification and
validation. In Section 3, we discuss how these can be embedded in a standard CS curriculum with-
out displacing other material. In Section 4, we reflect on the ACM 2023 Knowledge Areas [ACM
2023; Kumar et al. 2023]. As with the courses in Section 3, we discuss how levels of FM thinking
can be introduced into these knowledge areas without increasing the suggested number of hours
that the material demands. Finally, in Section 5, we describe pathways to teaching CS educators
to introduce more FM thinking into their courses.

2 Formal Methods Thinking

In this section, we motivate the benefits of FM thinking (Section 2.1). In Section 2.2, we provide
further details on the three levels of FM thinking. In Sections 2.3 and 2.4, we provide examples on
how FM thinking can be applied at these different levels.

2.1 How CS Students Benefit from FM Thinking

For many students, the first understanding of the programs that they are taught is based on how
these programs are executed. For many students, that is all they are given. With that understanding,
the only method available for checking whether a program is correct is to test it by executing it with
a variety of inputs to see whether the resulting outputs are right. All programs should be tested,
using FM or otherwise. However, there are three problems with testing without FM thinking.

First problem How does one know whether the outputs are right? For some programs, such
as graphics programs for producing pleasing pictures, the only way to know whether the
output is right is to test the program and judge the result, probably subjectively. In other
cases, a program might give answers students do not already know (which could well be
why they wrote the program) — and then testing it does not tell them whether it is right. In
such cases, the fallback is that students should test to see at least whether the answers are
reasonable.

Second problem You cannot try all inputs. Even if all the test cases you try give reasonable an-
swers, there could still be errors lurking in untried cases.

Third problem The purpose of testing is not to guarantee that the program is correct but rather
to find bugs. Conceptually, these are very different tasks that require distinct ways to reason
about a program.

A course on FM gives students an understanding of programs that is completely independent of
individual execution cases. This is achieved by articulating the notion of a specification that covers
the expected behaviour in all cases, even if these are stated informally. Students should learn that
a specification should capture what the program achieves, rather than how it achieves its end goal.

When one proves that a program satisfies a specification, one is considering all inputs at once
and proving that the outputs have the properties stated in the specification. That is far more than
can ever be accomplished by testing alone. Note that we do not advocate replacing testing with
FM. In fact, one of the reasons that testing remains important is that it is possible to make mistakes
even in the formal reasoning — not only mistakes in logical calculations (which tools help to avoid)
but also mistakes in the specification itself.

What FM does is to augment testing with techniques that make mistakes (of any kind) much less
likely. The underlying learning objective is that programs seek to establish or maintain properties
and that those properties need to be expressed and can be reasoned about. FM helps us to write
precise specifications and to design programs whose executions provably satisfy the specifications.
FM improves our argumentation skills and provides the basis on which solid reasoning about
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software systems’ behaviour can be built. Moreover, FM instils a mindset of reflecting on our
designs and checking (or verifying) that the intentions (or requirements) are met.

A natural question to ask here is, then, “How much of this rigour actually requires mathematics?”
The answer is that FM thinking can be informal in the way it is applied [Morgan 2014]. Even if it in-
cludes formality, it is most often an application of principles from a subset of discrete mathematics
— predicate logic and basic set theory — which is already part of the existing CS curriculum. Only
for those students interested in pursuing more theoretical electives will additional mathematics
be required, e.g., in some domains (cyberphysical systems, robotics, security, networks, etc.) stu-
dents will be required to go beyond discrete mathematics to be able to express and articulate the
probabilistic and continuous properties of the world around them.

2.2 Levels of FM Thinking

As an analogy, most people do not like doing arithmetic in their heads. However, if they are work-
ing in a restaurant and having to add up dinner bills (think some decades ago), they will be happy
to learn to do it right, on paper (first stage), because otherwise they will pay for their mistakes.
So then (second stage), they will thank you for a reliable method even if still by hand, and (third
stage) ultimately they will be glad to have a calculator.

2.2.1 Level 1(*What’s True Here”). Level 1 of FM thinking is the application of FM in its most
basic form. Students develop abilities to understand their programs and reason about their cor-
rectness using informal descriptions. By “What’s True Here”, we mean including natural language
prose or informal diagrams* to describe the properties that are true at different points of a program’s
execution rather than the operations that brought them about.

The student competencies (and their associated Bloom’s Taxonomy” levels [Anderson et al. 2001;
Bloom et al. 1956]) that are expected to be gained from this level of FM thinking include:

(Apply level) Formulate assertions that hold at given points in a program using simple rules.

(Analyse level) Explain the behaviour of a program in terms of such assertions.

(Evaluate level) Justify the correctness of a program in terms of such assertions. Argue why a
program satisfies the given requirements.

Level 1 can be incorporated into any undergraduate program and could often come even before
any code is written. Before we show our students how to build their first data structure, we must
first explain what effects the operations on the data structure have: as the operation executes
we must be able to describe what we are expecting each step to have brought about. Cormen et al.
[2009] provides an excellent example of how Level 1 FM thinking could be used in a data structures
and algorithms course. Many of the algorithms presented in their book are described in terms of
invariants without any formal mathematics, yet this provides sufficient clarity and justification
to understand why an algorithm works. Other examples include graphical notations for teaching
programming and loop invariants, which are accompanied by both informal [Brieven et al. 2023]
and formal [Back 2009] semantics.

Morgan [2014] gives an extensive description, almost a “teacher’s manual”, of how the so-called
“What’s True Here?” thinking and documenting can be introduced even to early-curriculum CS
students, moving them gently away —even at that stage- from the less effective (but currently

4Of course, diagrammatic notations such as message sequence charts and state transition diagrams can have a formal
semantics. Back [2009] has developed a formal diagrammatic notation for teaching programming from invariants.
>Bloom’s Taxonomy is a widely used framework for setting educational objectives, describing learning across cognitive
domain levels: Knowledge, Comprehension, Application, Analysis, Synthesis, and Evaluation. The taxonomy has been
revised several times since its inception. We use the formulation by Anderson et al. [2001], who define Bloom’s Taxonomy
as comprising these levels: Remember, Understand, Apply, Analyse, Evaluate, and Create.
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widespread) use of the “What This Code Did” -style comments that they would otherwise acquire
in an ad-hoc manner.

Another example is Liskov and Guttag’s book [Liskov and Guttag 2001], Program Development
in Java — Abstraction, Specification and Object-Oriented Design. This is essentially an introductory
text on Java that at the same time introduces concepts such as procedural abstraction using pre-
and postconditions (written in natural language) and data abstraction using abstraction functions
and representation or class invariants (again, written in natural language). The book explains how,
for example, abstraction functions are the basis for information hiding and encapsulation, and pre-
and postconditions the basis for subtyping: both are necessary to write good programs.

A further relevant book is How to Design Programs: An Introduction to Programming and Com-
puting [Felleisen et al. 2018], which emphasises best software engineering practices for the Racket
language, like the use of informal arguments to justify termination of recursive functions. To under-
stand the idea of recursion, which is central in CS, one does not need a great theoretical background.
Once this concept is understood, it becomes easy to explain and reason about the behaviour of a
plethora of programs.

Ultimately, as the systems become more complicated, so do the notions of “What’s True Here?”
and their manipulations. It becomes difficult to remember all the natural-language assertions, and
inconsistencies begin to emerge — perhaps the same phrase has been used to describe different
phenomena in two different places or perhaps it is not really clear that one statement implies an-
other. At that point, students are ready for the next two levels: firstly, writing down the assertions
in a more formal manner so that ambiguity is diminished or even avoided altogether (Level 2); and
secondly, when even that becomes too much to handle, using a tool such as Dafny [Leino 2010] to
help keep track of and reason about their programs (Level 3).

2.2.2 Level 2 (Formal Assertions). Level 2 introduces greater precision to Level 1 by teaching
students to write assertions that incorporate arithmetic and logical operators to capture FM think-
ing more rigorously. This may be accompanied by lightweight tools that can be used to test or
check that their assertions hold.

The student competencies expected to be gained from this level of FM thinking include:

(Apply level) Using rules and laws of propositional or predicate logic to derive mathematically
precise assertions that hold at given points in a program.

(Analyse level) Explaining the behaviour of a program in terms of such assertions, potentially
with the assistance of runtime testing tools and runtime assertion checkers.

(Evaluate level) Justifying the correctness of a program in terms of such assertions and a math-
ematically precise argument.

All programmers know propositional logic and arithmetic operators from having to write
Boolean expressions in their code (e.g., within conditionals and loops). What they might not be
familiar with is writing Boolean expressions about their code. Within Level 2, one can consider
different gradations on the complexity of the language of assertions, and it is important to under-
stand the limitations on the properties that can ultimately be captured. Access only to propositional
logic means that programs with arrays (and other collection types) cannot be considered (as those
will inevitably require conditions with quantifiers). However, most students will have encountered
predicate logic in their first-year discrete-mathematics courses.

Depending on the program, students may also have to be taught to write assertions that go be-
yond propositional and predicate logic. Potentially, they must also include formal descriptions us-
ing probabilities and continuous functions, e.g., to describe assumed properties about a program’s
real-time environment. Writing down properties that specify how often a variable is expected to
change would justify the rate at which the variable is polled by the program. Another program
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might only be able to provide a probabilistic guarantee to its user because the environment in
which the program is used is itself probabilistic.

Ultimately, proficiency at Level 2 is needed to ensure that students develop assertions with
greater precision and rigour than at Level 1. However, there are still several reasons why students
might choose to go beyond that and progress to Level 3:

— The formulas become increasingly complex as the complexity of the program being verified
increases, making it more difficult to understand or remember why a particular property
follows from another.

— The problem domain demands that properties be mechanically checked.

— The tools are easy enough to use so that the properties that they are checking can be auto-
matically validated.

Once a student has learned to reason about programs with assertions, the verification tools act as
a calculator that can be used to check that a student’s understanding of the correctness of their
programs is accurate.

2.2.3  Level 3 (Full Verification). This level enables students to prove program properties using
tools such as a theorem prover, model checker or SMT solver. But in addition to tool-based check-
ing of properties (now written using a formal language), this level can formally emphasise other
aspects of system-level correctness, such as structural induction and termination.®

Student competencies expected to be gained from this level of FM thinking include:

(Apply level) Using simple rules and laws of predicate logic to derive mathematically precise as-
sertions that hold at given points in a program.

(Analyse level) Explaining the behaviour of a program in terms of such assertions and with the
assistance of design-time analysis tools.

(Evaluate level) Justifying the correctness of a program in terms of such assertions and a math-
ematically precise and machine-checked argument.

FM thinking at Level 3 can cover different types of program semantics (operational, axiomatic,
denotational) to give a rigorous definition to the meaning of program execution. This can be ac-
companied by classical topics such as Hoare logic and weakest preconditions as well as modern
variations, including separation logic. There can also be focus on system-level reasoning using
different temporal logics such as Linear Temporal Logic (LTL) and Computation Tree Logic
(CTL), and explicit-state model checking. The FM itself becomes a platform to explore topics in
concurrency, where natural language reasoning seldom works. Moreover, notions such as abstrac-
tion and refinement and related proof techniques such as (bi)simulation, which are covered to
some degree in other CS courses (e.g., software engineering), can be defined and used both to
reason about and to develop systems.

Level 3 can ask students to master a wide variety of tools. For example, the Rigorous Software
Engineering course at ETH uses Alloy [Jackson 2012, 2019] to teach modelling and software de-
sign, and introduces abstract interpretation (building on the operational semantics). Those topics
lead to further pathways in the masters-level curriculum, e.g., in security, programming languages,
and machine learning. A more comprehensive list of Level 3 courses and the tools they use
can be found at https://fme-teaching.github.io/courses/. Popular tools include model checkers
(NuSMYV, Spin, Prism, Uppaal, CADP, mCRL2), static analysers (Frama-C), SMT solvers (Z3, CVC5),

Note that concepts such as structural induction may appear earlier in a curriculum alongside a functional programming
course without formal proofs [Felleisen et al. 2018; Gibbons 2021]. (Similarly, termination).
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t = x; X = X ty;
=Y y = X =Y;
y = t; X,y =Y, X5 X 1= X =y

Fig. 1. Swapping variables using Fig. 2. Swapping variables using Fig. 3. Swapping variables using
an extra temporary variable. parallel assignment. only addition and subtraction.

deductive verifiers (Why3, Dafny, Whiley, Key, Logika), formal modellers (Rodin, Atelier-B), and
theorem provers (Coq, Isabelle, KeYmaera X).

2.3 Example 1: Swap

We now demonstrate the benefits of FM thinking and explain a pathway through the different
levels via a simple example: swapping two variables.

Figures 1 to 3 show three programs for swapping a pair of numerical constants. They are se-
mantically equivalent in the sense that they satisfy the same sequential specification. Given a
precondition x = m and y = n, they guarantee the postcondition x = n and y = m for any nu-
merical constants m and n. The first solution is trivial and, in fact, the first solution that students
usually learn. The second solution would be obvious to any student familiar with parallel (or mul-
tiple) assignment statements, e.g., as supported by Python. However, the third solution is much
less obvious and allows a swap to be performed without using a temporary variable or a parallel
assignment. Convincing oneself that the program implements swap via testing alone would be
problematic — which inputs should we try? Does it matter if x and y are integers or reals? Using
some simple assertional or symbolic evaluation reasoning, it is quite straightforward to check that
the program is indeed correct.’

Level 1. A student can be taught to annotate code simply by writing down assertions in natural
language, starting with the assumption that x and y are initialised to some arbitrarily chosen
values m and n (see Figure 4). The assertion after each line of code is easy to justify from the
previous assumption, via elementary “forwards” reasoning, and does not require any mathematical
knowledge. The only abstract concepts that students must understand are that

— a state maps variables (or locations) to values and
— an assignment statement x:= e evaluates e in the previous state and changes the value of x
to the evaluated value to generate a new state.

Level 2. At this level, natural language assertions can be replaced by Boolean operators (see
Figure 5). For this simple example, on paper, there is seemingly little gain here. However, in more
complex examples, students might lose confidence in the correctness of the natural-language as-
sertions they have written. In these cases, they can convert the commented assertions in terms of
Boolean operators to checkable (runtime) assertions. In Java, for instance, the penultimate expres-
sion in Figure 4 could be augmented with

assert x == m + n && y == m;

Students now have a tool to not only reason about code but to check their reasoning in paral-
lel with their testing. They will soon discover the limits of that approach, though. First, because
testing is incomplete, it might miss a particular case in which an assertion fails. Second, more com-
plex code will require other constructs from predicate logic, such as implication and quantifiers.

"Here, we assume a simple model in which overflow is not taken into account. This is still a valuable stepping stone towards
teaching more detailed models in which x + y could result in an overflow error.
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// Here: x = m and y = n for some
// arbitrarily chosen numerical constants

// m and n

X 1= X ty;

// Here: x = m + n and y = n

// since x is x plus the value of vy

// y is unchanged // {x =m Ay =n} for

y 1= X - Yy; // some arbitrarily chosen numerical

// Here: x = m + nand y =m+n - n=m // constants m and n

// since y is x minus the value of y X = X ty;

// x is unchanged // {x =m+n Ay =n}

X 1= X - y; y = x - y;

// Here: x =m+n -m=nandy =m // {x =m+nAy=m}

// since x is x minus the value of y X 1= X - Y;

// y is unchanged // {x =n Ay =m}

Fig. 4. Natural language assertions for the program in Fig. 5. More concise formulation of the natural-

Figure 3. language assertions for the program in Figure 3.
method swap(m : real, n: real){

{x=mAy=n} var x := m;

X = X ty,; var y := n;

{x-y=m~Ay=n} X 1= X ty;

y = x - y; y 1= X - y;

{ly=mAx-y=n} R 82 R = Y

X 1= X - Y; assert(x == n && y == m);

{y=mAx=n} }

Fig. 6. Proof outline for the program in Figure 3. Fig. 7. Dafny proof of the program in Figure 3.

This might pique their interest in techniques and tools that overcome both limitations: those of
Level 3.

Level 3. After learning about Hoare logic or weakest preconditions, students might end up with
a different derivation (Figure 6) because they know that reasoning is often simpler when one starts
from the end of the execution and works backwards towards the beginning. They also understand
that for such a simple program, they do not need to work so hard. They can simply open up a
verifier and get the calculator to do the work. Using tools such as Dafny (Figure 7) one only needs
to provide the pre- and the post-condition, and the prover infers all the relevant intermediate
assertions. Of course, we only use Dafny as an example, but tools such as Why3 [Blazy 2019],
Logika [Robby and Hatcliff 2021], and Whiley [Pearce et al. 2018] are also commonly used tools for
deductive verification at Level 3. For teaching on Level 3, the choice of language is constrained by
the availability of such tools. The complexity and size of even small typical examples exceed what
can be mastered without a tool. The tools permit focus on the thinking and enable the students to
tackle more challenging problems.

2.4 Example 2: Iterative Binary Search

We now consider one of the fundamental recurring problems in CS: finding an element in a col-
lection. Binary search is an efficient solution to this problem (assuming an already sorted input)
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and is taught to all CS students. Yet it is a subtle algorithm and challenging to get right, even for
professional programmers.

In 1986, John Bentley used “Binary Search” as an exercise for a group of more than 100 profes-
sional programmers he was teaching. This is what he reported:

I’ve assigned this problem in courses at Bell Labs and IBM. Professional programmers had
a couple of hours to convert the above description into a program in the language of their
choice; a high-level pseudocode was fine. At the end of the specified time, almost all the
programmers reported that they had correct code for the task. We would then take thirty
minutes to examine their code, which the programmers did with test cases. In several
classes and with over a hundred programmers, the results varied little: ninety percent of
the programmers found bugs in their programs (and I wasn’t always convinced of the
correctness of the code in which no bugs were found). I was amazed: given ample time,
only about ten percent of professional programmers were able to get this small program
right. But they aren’t the only ones to find this task difficult: in the history in Section
6.2.1 of his Sorting and Searching, Knuth points out that while the first binary search was
published in 1946, the first published binary search without bugs did not appear until
1962.

What has changed in those almost 40 years since 1986? For the “average programmer”, almost
nothing: the “almost 90% found bugs” is still with us today in 2023. (Ask anyone who has taught
second-year undergraduates.) FM, which started to develop in the 1970s, was supposed to solve that
problem. It did not. One reason is that it was regarded as computing “theory”, of little relevance to
practical programmers and requiring mathematical knowledge which —it is true- is not necessary
to write everyday programs. Formal Logic is not required to write a correct Binary Search.

Figure 8 describes an exercise provided to second-year (and later) students at the University of
New South Wales, Australia. Students are provided with a description of the algorithm (Figure 8,
left) as well as a template for solving it using a while loop (Figure 8, right). The exercise is for
students to complete the algorithm themselves and then convince themselves that they got it right.
Unfortunately, only 10% of the students across multiple cohorts managed to fill in all of the blanks
correctly.

To understand the algorithm thoroughly, given that the main work is performed by awhile loop,
students must additionally be taught to think about loop invariants to describe properties that hold
before executing each loop iteration and the properties that hold when the loop terminates. The
invariant needed for binary search is actually straightforward once a student understands that £
and h are used to track the indices of A that have been considered by the algorithm. The value x,
if it exists in A, must be between ¢ and h. Thus, the invariant must ensure that:

— the prefix of A up to (but not including) ¢ comprises values that are strictly less than x
— the suffix of A from h onwards comprises values that are at least x (possibly equal)

At Level 1, a student can be taught to include reasoning as in Figure 9, which describes when the
program terminates and the properties that are true at different points in the program’s execution.
It includes subtleties such as the fact that setting m via integer division means that m may be
unchanged when £ = h — 1. The assertion for the true branch of the test A[m] < x is sufficient to
argue that it is safe to discard the elements A[0], ..., A[m] from consideration and the false branch
argues the same for A[m + 1],..., A[N — 1]. It is also reasonably straightforward (perhaps using
some sketches on a piece of paper) that updating ¢ to m + 1 in the true case and h to m in the false
re-establishes the invariant.

Level 2 skills are a stepping stone to Level 3. For this exercise, students can use their under-
standing of predicate logic to tighten up the invariants and assertions. For instance, what do the
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Week 1

In the 2020’s, still only about 10% of students fill this in correctly:
not much has changed since Bentley’s 1986 article. Why not?

In the 2020s, still only about 10% of students fill this in correctly:
not much has changed since Bentley’s 1986 article. Why not?

Fig. 8. Aiding Levels 1 and 2: Binary search teaching template.

terms “upto”, “from” and “at least” mean exactly? There are choices here: for students familiar (and
comfortable) with predicate logic, one could simply write assertions in the style of the invariants
from Figure 11. An alternative may be the approach in Figure 10, where the informal assertions
from Level 1 are phrased more rigorously.

At Level 3, students can be expected to progress this further by encoding their correctness argu-
ments in Dafny (see Figure 11). The Dafny invariants are from Figure 9, whereas the postcondition
(encoded using the ensures keyword) captures the requirements described in Figure 8 (left). The
proof of Figure 11 in Dafny is completely automatic. Once a solution has been found, a curious
student at this level is likely to spend less time on verification and more time on experimentation,
since it is straightforward to try out other variations of the algorithm and ask Dafny to check
that these are correct. Some possibilities that a student may wish to try are already suggested in
Figure 8 (right). Through such experimentation, a student would see that there are two solutions
to the final assignment, i.e, thatn := handn := 1 both produce the same result. The student
can introduce and prove that “assert(l == h)” holds immediately before the final assignment to
understand why the two variations are both correct.

3 Pathways to Rigorous Reasoning

Almost all CS curricula ensure that students are taught an adequate level of mathematical foun-
dations as well as introductions to programming, algorithms and data structures. These then

Form. Asp. Comput., Vol. 37, No. 1, Article 8. Publication date: December 2024.



8:12 B. Dongol et al.

1, h := 0, N; 1, h := 0, N;
// Terminate when 1 = h /7 {1l < h}
// Continue as long as 1 < h while 1 < h
while 1 < h // Inv: (a < x for any a € A[0:1]1) A
// Inv: prefix A upto 1 is less than x /7 (x < a for any a € A[h:NI)
// suffix A from h is at least x mo:= (L+h)/2;

m := (1+h)/2; // {1 £ m < h}
// Here: 1 <m < h if A[m] < x then

if A[m] < x then /7 {A[m] < x A m < h}
// Here: A[m] < x and m < h // so safe to move 1 to m + 1
/7 so safe to move 1 to m + 1 1= m+

1 := m+1 else

else // {x < Alm]}
// Here: x < A[m] // so safe to move h to m
// so safe to move h to m h :=m

h :=m // {1 = h A

// Here: 1 = h //  (a < x for any a € A[0:1]) A
// prefix of A upto 1 is less than x //  (x < a for any a € A[1l:N])}
// suffix of A from 1 is at least x no:=1
n :=1

Fig. 10. Level 2: Intermediate-level assertions without
Fig. 9. Level 1: Reasoning about binary search.  using predicate logic, where A[i : j] = {A[k] | i < k < j}.

method BinarySearch(A: array<int>, x: int)
returns (n: int)

requires forall i, j :: @ <= i < j < A.Length ==> A[i] <= A[]j]

ensures @ <= n <= A.lLength
ensures n < A.Length ==> (A[n] == x) || (A[n] > x && (n > @ ==> A[n-1] < x))

{ var 1, h := @, A.Length;
while 1 < h
invariant 9 <= 1 <= h <= A.Length
invariant forall i :: @ <= i < 1 ==> A[i] < x
invariant forall i :: h <= i < A.Length ==> x <= A[i]
{
var m := (1 + h) / 2;
if A[m] < x {
1 := m+1;
} else {
h :=m; }
}
n := 1;
}

Fig. 11. Level 3: Binary search in Dafny.

specialise in later years to particular applications and CS knowledge areas, e.g., databases, secu-
rity, concurrency, networks and artificial intelligence (AI). Depending on what is taught in later
years, the foundational mathematics taught covers topics such as discrete mathematics, logic, prob-
ability theory, linear algebra and calculus. However, integrating mathematical foundations with
CS topics can often be challenging: CS students often find that general mathematical foundations
do not motivate them. Simultaneously, within CS courses, it may not always be obvious which
mathematical concepts apply to a particular knowledge area.
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What level of mathematics is right “for all programmers” is not our topic here: for example, FM
thinking should also address the dynamics or behaviour of systems, which is not prominent in
discrete mathematics. Instead, we focus on showing that FM thinking builds a bridge, a pathway
between mathematics and CS. Once students have some command of the underlying mathematics,
these very concepts can be used to argue rigorously about the correctness of the CS systems being
built. FM thinking may be systematically incorporated in the curriculum without increasing the
hours spent teaching. We exemplify one such pathway for software development in Section 3.1.
We discuss the role of FM thinking in other areas of CS in Section 3.2.

3.1 Case Study: Software Development

FM thinking prepares a student to think of software as an implementation of a specification instead
of only as an executable. This helps answer questions that students often have about program
development, e.g., “What is the contribution of Automata Theory or Complexity Theory, which
are currently cornerstones of the standard curriculum?” More particularly, “What courses facilitate
the transfer of the knowledge and skills of these courses to the software development routine?” In
amore technical setting, “What courses help to bridge the gap between the mathematical language
of mechanical and electrical engineers and the discourse of software engineers?”. Below, we outline
how the different levels of FM thinking can be integrated into a degree curriculum that teaches
software development.

3.1.1 Level 1. The static “What’s True Here” approach can be injected into a first-year pro-
gramming course already in a rather lightweight fashion while leaving all else in that course as
it is. Lightweight FM thinking can also be readily incorporated into a second-year programming
course in which the focus is on larger, structured programs and where object-oriented concepts
are often taught. The key to writing such programs well is modularity and, as Liskov points out in
the preface to her book Program Development in Java with John Guttag [Liskov and Guttag 2001],
modularity requires abstraction. The book, based on a second-year programming course taught at
MIT, introduces programming in Java through the lens of abstraction.

Methods are introduced in the context of procedural abstraction using natural language pre- and
postconditions. That style of specification, referred to as “Design by Contract” [Meyer 1988], natu-
rally opens a discussion on when exceptions should be used for incorrect inputs in a defensive style
of programming. It also allows students to easily check when subclasses are also subtypes using
Liskov’s substitution principle [Liskov and Wing 1994]. Lack of understanding of this principle is
a well-known problem in real-world software development [Van Roy and Haridi 2004, p. 521].

Classes are introduced in the context of data abstraction, i.e., information hiding, using natural
language abstraction functions and class invariants. Once students understand these concepts, it
is easy to explain to them why they should not allow access to private variables and should not
expose these variables via aliasing with method parameters and return values. This helps students
avoid these somewhat subtle errors in their implementations.

3.1.2  Level 2. Isolating propositional and predicate logic, discrete mathematics and/or graph
theory as separate courses in the second year (or first year) might not work well. To the student, the
motivation for “doing this stuff” has to be clear. When integrated with courses on data structures
or algorithms, or combined with modelling and programming challenges, students will reach the
point where they have an intrinsic need to bring their FM thinking to the next level. Logic and
discrete mathematics will bring the concepts and the techniques to express these needs and assess
their initial and final answers.

An example of using Level 2 FM Thinking in an object-oriented programming course is given
in the popular textbook An Introduction to Programming and Object-Oriented Design Using Java by
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Nifio and Hosch [2008]. Like Liskov’s book, their text, based on a course run at the University of
New Orleans, introduces students to the “Design by Contract” paradigm of programming. Again,
they use this to discuss the differences with defensive programming, particularly with respect to
error handling and exceptions.

In that book, pre- and postconditions are written using Java syntax for Boolean conditions (in-
corporating English, e.g., “implies” or “for all”, when greater expressiveness is required). The spec-
ification is incorporated into standard Javadoc comments using custom Javadoc tags, @require
and @ensure (although one can also use standard Javadoc tags @param for preconditions, and
@return for postconditions). The book shows how preconditions written with Java syntax can
be implemented with runtime assertions and how this is useful while developing, debugging and
testing software systems. Loop invariants are introduced using the same notation, and the book
illustrates how they can be used to (informally) verify correctness of a loop-based program.

3.1.3 Level 3. In the third year, selected courses may be devoted to the theory behind FM think-
ing, i.e., formal methods. They can be optional courses, such as Process Algebra at TU Eindhoven,
but also courses taught in combination with other topics, such as Rigorous Software Engineering
at ETH mentioned above. Further specialisation can take place in the Master of Science curriculum.

Following on our theme of FM thinking in second-year programming courses introducing object
orientation, Rustan Leino’s book, Program Proofs [Leino 2023], introduces students to a specifica-
tion idiom for classes that formally captures the concepts of data abstraction in Dafny. In addition
to information hiding, the idiom provides constraints to avoid aliasing in, and between, objects of
a class. These constraints ensure that Dafny programs using objects of such a class can be verified
as expected. By formalising precisely what is required in terms of avoiding aliasing, they provide
students with a deep understanding of the associated issues and, hence, a solid basis for developing
correct object-oriented programs.

3.2 FM Thinking in Other Streams

The above is mostly focussed on programming, and it is there that FM thinking can have the
biggest impact: helping students to model the computational question they are addressing and to
understand the code they are writing, consequently producing better programmers. Verifiers such
as Dafny can certainly be introduced in later programming courses (if not in the first year) to allow
students to take their FM thinking into the real-world context. They do not have to verify entire
programs, but they can just prove the tricky methods correct. More generally, FM thinking can
also be applied in almost all phases of the software life cycle:

(i) for system modelling and requirements elicitation in the analysis phase,

(ii) for the specification of functional requirements in the product design phase,

(iii) for establishing correctness of subprograms, the writing of clean code, and writing clear
documentation in the software development phase,

(iv) for property verification to complement testing in the testing phase, and

(v) for application of FM thinking for system correction and adaptation in the maintenance

phase.

At the heart of the problem is the need for precision and rigour in modelling and analysing
computer systems and software. Examples of CS streams in which FM are commonly used include
the following.

Software engineering. FM can be used to specify and verify software requirements, design, and
implementation. The Software Engineering Body of Knowledge (SWEBOK) introduces
FM as complementing software engineering techniques based on heuristics, prototyping and
agile methods. In particular, they ensure that “the software model can be checked for consis-
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tency (in other words, lack of ambiguity), completeness, and correctness in a systematic and
automated or semi-automated fashion.” [Bourque and Fairley 2004].

Computer security. FM provides mechanisms for analysing and verifying security protocols and
systems, ensuring that the security protocols are free from flaws and that security mecha-
nisms are correctly implemented. As stated in the CyberSecurity Body of Knowledge
(CyBOK): “FM teaches how one can develop a precise specification of (a) the system at an
appropriate level of abstraction, such as design or code, (b) the adversarial environment that
the system operates in, and (c) the properties, including the security properties, that the system
should satisfy.” [Rashid et al. 2021].

Programming languages and compilers. FM is used to specify and verify programming lan-
guage semantics, type systems, and compiler correctness, helping ensure that programming
languages are well defined and that compilers produce correct code. FM is at the heart of
modern programming languages and every course must include FM-based foundational un-
derpinnings. Some recent courses go even further. For example, the Software Foundations
series [Pierce et al. 2010] uses the Coq proof assistant to rigorously describe both the features
of the programming languages being developed and the algorithms that are implemented in
these languages.

Computer networks. FM is used to model and verify network protocols and systems, ensuring
that network protocols are correct, efficient, and secure [Bjorner et al. 2015]. This includes
checking the consistency and safety of configurations on virtual and physical resources.
Is the network free of loops and/or black holes? Is the traffic in logically different networks
correctly isolated? Do new or updated configurations conform to properties of the network
and not break the consistency of existing networks? Such reasoning is increasingly needed
with both the control and data planes being moved under software control.

4 Reflections on the ACM 2023 Knowledge Areas

The CS community is undergoing an effort to develop a new CS standard, called
CS2023 [ACM 2023]. The CS field is organised into 16 areas. In the following, we discuss the areas
we believe are more related to FM (or at least should be).

Algorithmic foundations. The emphasis here is to present and use the principal data struc-
tures and classical algorithms, strategies to construct algorithms, complexity and computability
theory.® In the core, there are suggestions of addressing invariants (in loops, search algorithms,
etc.). However, none of the competencies of this area involves the ability to reason about the cor-
rectness (including the termination) of algorithms. Although there is a suggestion of performing
complexity analysis and even reason about environmental and social impacts of the presented
algorithms, again, little is said about correctness. Yet students should learn from the beginning
to reason (at least informally) about the correctness of their algorithms. Presenting classical algo-
rithms with an argument for correctness would be a way to introduce this kind of reasoning. Some
additional competencies that could be introduced to strengthen a student’s knowledge of this area,
with respect to Bloom’s taxonomy, are the following.

(Analyse level) Precisely define the problem an algorithm is supposed to solve, including ex-
pected inputs, outputs and requirements, and construct a solution (from scratch, using ex-
isting techniques, and/or adapting and transforming existing solutions).

(Evaluate level) Understand and explain the behaviour of an algorithm, and justify why it satis-
fies the given requirements.

8https://csed.acm.org/algorithms-and-complexity/
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Parallel and distributed computing. This knowledge area addresses topics such as paral-
lelisation of programs, dependencies, orderings, atomicity, consensus, progress, deadlocks, faults,
safety and liveness.” There is no explicit mention of FM, but in many places examples of learning
outcomes (suggested for core CS) are to “Write a program that correctly terminates when all of a
set of concurrent tasks have completed” and to “Specify a set of invariants that must hold at each
bulk-parallel step of a computation”. Here, FM and testing play clear and complementary roles:
the inherent non-determinism of “Parallel and distributed computing” systems makes it difficult
to reproduce situations when testing; yet rigorous testing remains important to ensure that no
bugs have been introduced when producing an implementation from the verified system.

Notions of correctness and termination, as well as how to reason rigorously about programs,
therefore must be studied beforehand. Moreover, rigorous semantics is crucial here, since minimal
misinterpretations can give rise to unexpected behaviours. This area states as prerequisites logic,
discrete mathematics, and foundations of software engineering. However, none of them in the cur-
rent status of the ACM standard provides the ability to be able to understand and justify correctness
of computational systems. Notions of correctness of parallelism and distribution combined with
established techniques of reasoning (and proof) could advance a student’s competencies. Some
examples in terms of Bloom’s taxonomy are as follows.

(Analyse level) Describe adequately the expected behaviour of parallel and distributed programs
and systems, in particular, being able to assess the resulting nondeterminism and limited
observability of state.

(Evaluate level) Use rigorous understanding of scheduling, interleaving, and communication
primitives to argue why a parallel or distributed program exhibits expected behaviour.

Software development fundamentals. This knowledge area brings together fundamental con-
cepts and skills related to software development, focusing on concepts and skills that should be
mastered early in a CS curriculum, typically in the first year. This includes fundamental program-
ming concepts and their effective use in writing programs, use of fundamental data structures
which may be provided by the programming language, basics of programming practices for writ-
ing good-quality programs, and some understanding of the impact of algorithms on the perfor-
mance of the programs.'® However, there is no mention of FM in the proposal or even of informal
reasoning about correctness.

We have described the application of FM thinking in “software development fundamentals” in
detail in Section 3. Algorithms should not be detached from reasoning about their correctness. One
should learn from the very beginning how to specify requirements and justify why these are met
by the proposed algorithm. The suggested competencies for “algorithmic foundations” also apply
here.

Surprisingly, the ACM 2023 proposal also does not explicitly mention software architecture. But
there is a natural progression in programming skills that requires knowledge of software archi-
tecture. At the same time, software architecture provides more motivation for FM thinking: ab-
straction and specification, formal or informal, are central to software architecture. The Liskov
substitution principle is considered a cornerstone of modern software architecture. To appreciate
it fully, some understanding of behavioural specification is required. The associated reasoning is
strongly related to concerns of correctness and refinement. Finding robust component abstractions
is hard without such mental tools.

https://csed.acm.org/parallel-and-distributed-computing/
Ohttps://csed.acm.org/software-development-fundamentals/
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In general, as common programming languages such as C++ evolve and new ones such as Rust
emerge, FM concepts enter the programming mainstream. For instance, currently an effort is under
way to incorporate contracts into C++; concurrent programming with mutexes or channels is based
on concepts that were first explored in FM; and the use of ownership and lifetimes in Rust provides
a proof of race-freedom based on linear logic. FM thinking supports the practical use of such
concepts and the necessary programming methodology and it is difficult to imagine being able
to master them fully without the thinking that brought them into existence. We teach children
counting and algebra before giving them a pocket calculator for very good reasons. The tools at
our disposal require a mindset that puts us in control of them. In terms of Bloom’s taxonomy, a
student’s competencies could be improved as follows.

(Analyse level) Similar to algorithmic foundations, with a focus on concrete concepts of modern
programming languages such as those described in the preceding paragraph.

(Evaluate level) Judge and explain whether a component abstraction leaks information that
breaks the underlying abstraction.

(Create level) Describe and compose abstract component specifications to construct complex
software systems.

Software engineering. This knowledge area focuses on teamwork, tools and environments to
build software, software design, software construction (documentation and testing), software ver-
ification and validation (basically testing).!! There is an FM module that is suggested as non-core
that covers some FM concepts. This module suggests learning outcomes such as being able to
“describe the role of formal specification and analysis”, “apply some formal technique to a low
complexity problem” and “reason about the benefits and drawbacks of FM”. In all other modules,
only testing is considered as a validation technique.

Testing and FM thinking are not exclusive. Understanding correctness and reasoning about pro-
grams can greatly benefit effective testing. For instance, contracts are helpful to assemble larger
software artefacts, describing how different components interact without having to consider the
details of their implementations. Having specified contracts formally or informally, knowledge
about symbolic execution or predicative interpretation of programs supports the creation of rel-
evant test cases. FM thinking can provide a tool for gathering evidence for the correctness of
software by reasoning and testing. This should be considered an essential aspect of software en-
gineering for it to be considered engineering. The software engineer considers the software itself
an abstract artefact to be subjected to scrutiny but, unlike other engineering disciplines, is in the
fortunate situation that the artefact being constructed can be used as a model of itself. A student’s
competencies could be strengthened in the following ways.

(Analyse level) Document software with the objective of attaining effective communication
among software engineers; design tests that pinpoint faults as precisely as possible based
on reasoning about contracts and implementations.

(Evaluate level) Given a set of requirements, a specification, an implementation as well as tests
and other verification artefacts, justify that the implementation correctly implements the
specification and realises the requirements.

Application of FM in software engineering often requires models of the domain (i.e., environ-
ment) in which the software is deployed. For example, Gunter et al. [2000] distinguish the domain,
requirements, specifications, programs and programming platforms (or machine) as five separate
entities and describe a reference model with proof obligations between these different components.
Interestingly, in support of the main thrust of our article, they state [Gunter et al. 2000, pg 42]:

Hhttps://csed.acm.org/software-engineering/
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The proof obligations are just as sensible for natural-language documentation as they
are for formal specifications. Moreover, there is no absolute requirement that the proof
obligations be met in the sense of automated theorem proving. On the contrary, the ap-
plications we studied have benefited significantly just from the clarity of knowing what
the objective of a model’s component should be, even without formalization, let alone
machine-assisted proof. However, our description is precise enough to support formal
analyses.

Thus, there is much to be gained from informal arguments even without full formalisation. What
we require are frameworks that enable the transfer of informal arguments to formal proofs. While
Gunter et al. [2000] describe a software engineering framework, our article describes a framework
for CS education.

5 Teaching the Teachers

In order to integrate FM thinking into the curriculum, we must also be able to train the educators
at each of the levels. Arguably, to teach Level 3, the educator must be a specialist practitioner. We
have argued that teaching Levels 1 and 2 requires much less specialist knowledge. Despite this, the
educator here must still understand (and be able to convey) the benefits of applying FM thinking
— what information should a student be capturing when documenting “what’s true here”? In this
section, we discuss how we can get started with this process, namely, how we can build up the
expertise within CS so that every educator (including non-specialist FM practitioners) develops a
sufficient understanding of FM thinking to be able to teach Levels 1 and 2 effectively.

An ideal situation would be one in which —right at their very first contact with procedural
programming, i.e., from Day 1 — students are taught not only the operational view of “what as-
signment statements do” and “how conditionals and loops work”, that is, in terms of “putting a
value in that memory box” or “jumping (back) to that bit of program code and carrying on from
there” but also the static view of “What is made true at that point in the program?” Crucially, it
would take no more lecture time to do that: there is plenty of room for both.

The quoted statements above refer to two important aspects of a program that explain how and
why it functions correctly. It is the kind of information that distinguishes good program comments
from pointless ones. Writing good comments is a skill that is difficult to teach and acquire. The
teacher requires a methodology that explains what information is important and how the pro-
gram text should be annotated with it. For instance: procedures are commented in terms of their
contracts; in procedure bodies, blocks are commented with what they achieve (i.e., their specifica-
tion); loops are commented with their invariants (i.e., what essential property is maintained by the
loop in order to attain the specified result). While these concepts are treated entirely informally,
they come for free. Only at Level 3 would additional cost be incurred through formal precision
and tool usage. The outlined approach can easily be extended by other high-level information de-
scribing the idea behind an algorithm or efficiency considerations, but it all starts with being able
to say what happens.

That said, we cannot easily at the moment arrange for that to be done, because the lecturers
themselves have not been taught that “static” view of programming by their own teachers, who
were not taught that either. However, we can change that and reach a state where there is very
little additional effort required.

The long-term is what we should be considering. In the short term, we need to ensure that
FM thinking is available to the students who will themselves become lecturers — thus not only
breaking the vicious cycle of “there are no teachers to teach the teachers” but also ensuring that
university graduates from the workforce who do not themselves become teachers will nevertheless
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become part of a workforce that will deliver better software systems as a direct consequence of
asking themselves, as they write their programs, “What’s (supposed to be) true here?”.

Teaching FM thinking at the undergraduate level does not require that every teacher be an
FM specialist. Not every teacher of Programming or Software Engineering has to be an FM re-
searcher. Teaching at Level 1, FM can be taught without formal logic or serious discrete mathe-
matics (see [Cormen et al. 2009; Hallerstede et al. 2019; Morgan 2014]). What is important is the
change in mindset: not writing “# Add one to it” next to an assignment statement “i = i+1”
because your lecturer said you must document your code, but rather writing what that command
has made true because it helps you and your colleagues understand the program.

A course forum at the University of New South Wales in 2023 included an unsolicited post —
one student to the rest of the class —“Why do you think [the “what’s true here”] approach is not
more common? Such as establishing invariants, pre- and post-condition comments, etc. It seems that
it aids in the programming process and should be used more often.” Another student replies: ‘T think
the reason that our approach is not common is that in industry we encounter colleagues from diverse
backgrounds, and not everyone has an exposure to [this style of documentation/reasoning]. It could
confuse them if they read these comments in our code.” A precis of that brief exchange might thus be
that FM thinking, although it improves programming practice, is not common in industry because
those who can do it might confuse others who were not given the opportunity to learn it!

Thus, a certain amount of “catch-up” training in elementary, informal FM is necessary in order
to reach a self-sustaining level. But not much. The teacher must learn to express things informally
enough to keep the course sufficiently light for a broad target audience. What is needed for the
teacher as well is being able to distinguish between what is relevant to the reasoning and, comple-
mentarily, what is not. For the latter, as with all courses, the teacher must have more experience
in the material that they are teaching. Thus, for FM thinking, the teachers themselves must have
significantly more experience in FM than the level at which they are teaching. Thus, they must
themselves have been exposed to more advanced courses in FM to acquire the concepts and tools
to separate the wheat from the chaff. Tuition for FM at Level 3, possibly optional in the curriculum,
should therefore have its place — if only to teach the teachers.

The goal therefore is “..how FM thinking can (and should) be incorporated into introductory and
intermediate courses on programming, software engineering, data structures and discrete mathe-
matics” The emphasis is (or should be) on FM thinking in a style that can be taught in second- (or
even first-) year alongside the usual operational approaches to elementary programming, and it
should not take any more teaching time than is used already.

It will, in the short term, however, take more time in teaching preparation: there is no escape
from having to teach the teachers. Once that is done, it is done forever: they will teach their suc-
cessors because they will be convinced of the value of the FM-thinking approach. That is why FM
thinking has to be in the curriculum, and it should be early. Otherwise, we will never get started.

6 Related Work

Teaching FM has received increased attention in recent years, for example, with the (re-)emergence
of specialist workshops dedicated to this topic [Dongol et al. 2019; Dubois and San Pietro 2023;
Ferreira et al. 2021]. This includes freely available courses and associated textbooks [Hehner 1993;
Pierce et al. 2010]. Here, community interest has been motivated by the development of tools that
support formal proofs at an industrial scale [Calcagno and Distefano 2011; Leino 2017], coupled
with a growing desire for deeper integration of formal approaches to system development from
within industry [Gleirscher et al. 2020]. However, much of this focus has been on tools and teaching
methods that support Level 3. Users are expected to learn how to use verification tools (and their
associated logics) to be able to prove desired properties of the program.
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In a recent survey of 130 experts in formal methods [Garavel et al. 2020], 50% responded with
“Not enough attention” when asked “What is your opinion on the level of importance currently
attributed to teaching of formal methods at universities?”. A further recurring theme was that
“education in formal methods is often isolated” with five comments specifically responding that
“applications of formal methods should occur in other courses, like databases, algorithms, concur-
rency, distributed systems, operating systems, security, compilers, and programming languages”.

There have also been attempts to introduce FM early in a CS degree curriculum. However, im-
plementing such teaching methods requires significant investment and specialist educators. For
example, a course developed at Reykjavik University [Aceto and Ingolfsdottir 2021] teaches FM to
first-year students via an intensive 3-week course but requires the following: “During those three
weeks, students are expected to engage in activities related to the single course they are following
every working day for about eight hours per day.” Such methods are not in line with the goals of
CS2023 [Kumar et al. 2023], who have aimed to keep the allocated Core and Knowledge Area hours
as low as possible.

Our proposal is much more lightweight and follows on from earlier ideas presented by Morgan
[2014]. Unlike Morgan, who focuses on teaching FM-based programming and proofs, this article
focusses on FM and its core principles as tools for supporting a broad range of CS topics. Such ideas
are already being implemented. For example, Hallerstede et al. [2019] present a recently developed
curriculum in which programming is taught using a combination of informal and formal methods.
Here, informal reasoning (Level 1) is used to argue correctness of programs. This is later followed
by formally encoding the desired properties (Level 2) and checking correctness using an associated
tool (Level 3).

Broy et al. [2024] and ter Beek et al. [2024] also present position papers for FM teaching in refer-
ence to CS2023. Broy et al. [2024] argue for FM to be deeply integrated into every CS curriculum,
describing the importance of such an integration. Additionally, they discuss why FM should be
developed into its own knowledge area, instead of being scattered across the CS2023 curriculum
guidelines. ter Beek et al. [2024] discuss the importance of formal methods in industry, drawing
on insights from surveys and testimonials from industry figures. They highlight the skills learnt
from education in FM that are applicable in many different industrial settings.

7 Conclusions

Despite the intrinsic nature of FM within the discipline of CS, there is often a disconnect between
what is optimally desired and what is actually taught within most CS curricula. For example, at
the University of Toronto, FM is not required in any of its many programs. Instead, it is an op-
tional course that students may take to round out their program. Each year, about 100 students
(out of a cohort of 430) choose it — but probably because it has an excellent reputation both by
word-of-mouth and course evaluations and not because FM is considered a valuable subject by the
curriculum committee. Some students like the course very much; others do not. But all of them are
surprised to learn that programming can be as rigorous as mathematical proving and, more than
that, it can be formal and machine checkable.

As discussed in Section 5, teaching and encouraging the use of lightweight FM thinking in CS
curricula enables students to become better at documenting their code. This has a knock-on effect
of making software easier to maintain since the expectations of a developer are present alongside
the code, helping address an important challenge in industry: correctness of software evolution.

The lack of integration of FM thinking within a degree program is not a criticism of typical CS
curricula or of the ACM curriculum recommendations, since both are merely a reflection of the
true state of the discipline. In particular, both reflect the fact that formal tools and techniques are
typically not well integrated into the software-development life cycle outside of major technology
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companies [Chudnov et al. 2018], or those who develop systems for the safety-critical systems do-
main. When applied, due to scalability issues, FM techniques are used by developers to understand
and verify small (critical) fragments of a much larger system. However, as we have seen, adding
FM thinking into the curriculum is not hard to do, and it trains students to focus on correctness.

Ultimately, this article aims to complement the work being carried out by ACM CS2023 [ACM
2023; Kumar et al. 2023] and provide a pathway towards integrating FM-based rigour without in-
creasing the hours dedicated to teaching FM (referred to as Core and Knowledge Area hours [Ku-
mar et al. 2023]). This is the ideal time and place to make these adjustments to the way we teach
Computer Science. There are mature tools available to support those adjustments and there is as
well the possibility of designing a coherent teaching path that provides a clear “exit ramp” for stu-
dents for whom the introductory portion —still a significant improvement over what is currently
in place —turns out to be enough. Importantly, this can be done without displacing the other “en-
gineering” aspects of CS that are already widely accepted to be essential.

Most will agree that the integration of full formal verification into the software-development
life cycle is still some way away. Thus, there is indeed an argument to be made that not all software
systems need FM thinking at its Level 3. However, they do need it at Level 2 and have for decades:
the reality is, and will remain, that real-world software can be, and always has been, unreliable.
This article therefore addresses that fundamental question in CS education and asks how one can
teach students to be rigorous without having to be fully formal at the same time.
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